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1. Introduction and Preliminaries

Orthogonal matrix polynomials is an emergent field whose development is reaching
critical or important results from both the theoretical and practical points of view. As
in the corresponding problem for scalar polynomials, the problem of the
development of matrix polynomials in series of Laguerre matrix polynomials
requires some new results about the matrix operational calculus not available in the
literature. Indeed, in recent papers, matrix polynomials have significant emergent.
An extension to the matrix framework of the classical families of Laguerre, Hermite,
Gegenbauer, Rice’s, Rainville's, Humbert and Konhauser polynomials have been
introduced in [1, 3, 4, 8, 10, 11, 12, 13, 14, 15, 16, 17] for matrices in C"™ whose
eigenvalues are all situated in the right open half-plane. The reasons of interest for
this family of modified Laguerre polynomials are due to their intrinsic mathematical
importance.

Our main aim in this paper is to define and study a class of modified
Laguerre matrix polynomials from a different point of view, starting from a
generalization of the generating matrix function. The structure of the paper is
organized as follows: In Section 2 a definition of modified Laguerre matrix
polynomials are given starting from the generating matrix function, and the
hypergeometric matrix representations, matrix differential recurrence relations and
an expansion of polynomials for modified Laguerre matrix polynomials are
obtained. Finally, the study of developments of the finite summations and new
properties for the modified Laguerre matrix polynomials is obtained and discusses
their interesting properties in Section 3.

Throughout this paper, for a matrix A in C™V its spectrum o(A)

denotes the set of all eigenvalues of A. We say that a matrix A in C"Nis a
positive stable matrix [5, 10, 16] if Re(z)>0 forall z € o(A). Its two-norm

will be denoted by || A||, and is defined by

AX
I All,= sup 12Xl

e R

1
where for a vector X in C", || x|l,=(x"x)? is the Euclidean norm of X.

Furthermore the identity matrix and the null matrix or zero matrix in C NN will be
denoted by | and O, respectively.

Fact 1.1 If f(z) and g(z) are holomorphic functions of the complex variable Z ,
which are defined in an open set Q of the complex plane, and A, B are matrices
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in CNN with o(A) = Q and o(B) = Q, such that AB = BA, then from the
properties of the matrix functional calculus in [2], it follows that

f(A)g(B)=g(B)f(A).

Definition 1.1 Let P be a positive stable matrix in C NN Then the Gamma matrix
function I"(P) has been defined in [5], as follows

r(P)=(e't"'dt; t°' = P—1)Int).
(P)=].e exp((P ~1)Int) -

_ 1
Fact 1.2 [5] We recall that the reciprocal scalar Gamma function I’ l(Z) =—

I'(2)
is an entire function of the complex variable z and thus for any matrix A in
C™™N | the image of T'™*(z) acting on A is denoted by T""*(A) and is well-

defined matrix. Furthermore, if A isa matrix in C™N such that
A+nl isaninwertible matrix for all integersn > 0. (1.2)

Then the Pochhammer symbol or shifted factorial is defined by

(R0 = AA+D)..(A+(=DD) =TA+nDIH(A); 1215 (A =1 g 4

Fact 1.3 For any matrix A in C NN the authors exploit the following relation (see

[6]):

(130" = Fy(Am0 = Y S (A" [xI<1
n=0 N (L4)
where (A),, is defined by (1.3).

Definition 1.2 [7, 9] If A isamatrix in C"*" such that the condition is satisfied:

—kezo(A), foreweryintegerk >0 (15)
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and A is a complex parameter with Re(4) >0, then the Laguerre matrix
polynomials are defined as

iy =S ED AL DIA DT
n(X) kZ; ki(n—k)! " (1.6)

and

(1-t)" " exp(ﬂ) =LAD", x t eR |t |<1.
-t = (L.7)

Lemma 1.1 [7] For matrices A(k,n) and B(k,n) in C™" where n>0,
k >0 the following relations are satisfied:

SSB (k)= YBK,n—k).

n=0k =0 n=0k =0 (1.8)

Similarly, we can write

SYB(k,n) =Y SB(k.n+k).

n=0k =0 n=0k =0 (1.9)

2. On Modified Laguerre Matrix Polynomials

Let A be a matrix in CN™ satisfying the condition (1.5) and A is a complex

parameter with Re(1) >0, then the n"™ modified Laguerre matrix polynomials

f (A () is defined by the generating matrix function

W (x . t,A)=(1-t) e =>F D) x t eR,|t|<1.
n=0 2.1)

From (1.4), (1.8) and (2.1), we get
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1gres =35 BN s 59 (LGN

hmok=o  N'k! mok0  KI(n- k)' 2.2)
In order to change X" to x*, we replace k with n—K . Thus we have

(A2) _N (A)k(l X)nik _N (A)n_k(/l X)k
fn (X)_kzz:; K!(n—k)! _;; K=K~

Itis clear that f(**(0)=

(A),
nt
From the relation (1.2), one obtains

1 (1)(”)k| (-1 (=nl), . 0<k<n.

(n— k)' n! n! 2.4)

Using (2.4), the explicit representation (2.3) becomes

kin! n! ax )

) =i(—1)k(—nl)k(A)k<zx)“-k _ (X" ZFO( ol A——lj

From (1.3), it is easy to see that

(A, = DA, [(1 =A-nD), T 0<k<n. 25)

Using (2.5) in (2.3), we have

FAD(y) = 2 (1) (1) (=n), (A),[(1 = A-nD), ] (2 )"

kin!

(A) FE(nl1=nl - A4 X).

From the above expressions, we have the proof of the following theorem.



VoA Ayman Shehata

Theorem 2.1 Let A be a matrix in C"" satisfying the condition (1.5) and A isa
complex parameter with Re(A1) > 0, the hypergeometric matrix representations for
the modified Laguerre matrix polynomials are given by:

) = X.) Fo (_nl 'A:—;—ij
n: (2.6)

AX

and

f AD(x) = (A), F(=nl; 1 =nl —A;ax).
n! .7)

Note that: This hypergeometric matrix function ,F, is an entire function, by this
mean the modified Laguerre matrix polynomials is an entire function.

Next, we derive the integral representation for the modified Laguerre matrix
polynomials:

Theorem 2.2 Let A be a matrix in C*N satisfying the condition (1.5) and A is a
complex parameter with Re(A) > 0, then we have

f AP (x)= %F‘l(A)J-:tA"(/lx—t)”e“dt. 08
: 2.8

Proof. From (1.1) and (1.4) the right-hand side of equation (2.8) can be written in
the form

n _1\k ni .
lz ( l) n: (/lx)n—k l—w—l(A)J' tA+(k—1)Ie—tdt
nl & kI(n —k)! 0

Zk(l(nl) :)I( X )" TH(AYC(A +KI)

Z( D' WA, a),

which in view of (2.6) gives us the left-hand side of equation (2.8) and this
complete the proof.
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Theorem 2.3 Let A be a matrix in C"*V satisfying the condition (1.5). The
modified Laguerre matrix polynomials verify the following properties

D/ f #2(x)=2"f 4" (x); D} :d—r, 0<r<n.
dx (2.9)

Proof. Differentiating (2.1) with respect to X , we get

ZD FADOOT = (A1) (L-t) P = AT if AL

Thus the proof of Theorem 2.3 is completed.

Corollary 2.1 The modified Laguerre matrix polynomials satisfy the following
matrix differential recurrence relation

n+1

xi f A9 (x) = (A+nl+ A4 x1) A (x) = (n+1) f 4P (x).
X (2.10)

Proof. From (2.1) and (2.9), it is easy to see (2.10).

Next, we use the expansion of the modified Laguerre matrix polynomials together
with their interesting properties to prove the following result.

Theorem 2.4 Let A be a matrix in C*" satisfying the condition (1.5), then

(/IX) | _n|Z( A)kf(Aﬂ)(X)
(2.11)
Proof. Since
elxtl — (1_t)Aifn(A,l)(X )tn ZZ( A)k f (A, l)(x )t
n=0 n=0k =

we have (2.11).
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3 Some Properties for Modified Laguerre Matrix Polynomials

The generating matrix functions of section 2 lead to certain simple finite sum
properties for the modified Laguerre matrix polynomials and give some interesting
properties satisfied by these polynomials. We first state our result as in the
following:

Theorem 3.1 If A and B are matrices in CN*™ satisfying the condition (1.5),

such that A and B are commuting matrices, then the finite summation for
modified Laguerre matrix polynomials are

fn(A,/l) (X) — i (A_ B)k f (B ) (X)

k! (3.1)

and
fn(A+B,/1)(X+ y) — ka(A,/l)(X) f (B, i)(y)
k=0 (3.2)

Proof. Equation (2.1) implies that
(1 t) A lxt _(1 t) (A- B)(l t) B lxt _(1 t) (A- B)Zf(Bﬂ)(X)tn

_ZZ (A- B)k f(BA)( )tn+k =ZZ (A B)k f(BA)(X)t

n=0k=0 n=0k=0

which leads to (3.1).
On the other hand from (2.1), we have

(1) e (1-t) e = 3 Y FA () Sy

n=0k =0

Hence, we get (3.2).

Corollary 3.1 If A is a matrix in ch satisfying the condition (1.5), then we
have the following property
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n
£ (2x) = D142 () £ (x).
k=0 (3.3)
Proof. The equation (3.3) follows directly from (3.2) by putting A= Bandx = y.

Next, we derive additional formula, which can be obtained from the
generating matrix function (2.1).

Theorem 3.2 Let A be a matrix in C™*" satisfying the condition (1.5) and let A
be a complex number with Re(A) >0, then the modified Laguerre matrix
polynomials satisfy the addition formula as follows:

f(Al)(X_'_y) Zy f(Ai)(X)
(34)

Proof. Starting from (2.1) and using (1.8), we get

an(A,l)(X_'_ y)tn = (1_t)7Ael(x+y)t - eﬂ.ythn(A,ﬂ.)(X)tn

n=0 n=0

iw y f(Al)(X)thrk zzy f(Aﬂ)(X)tn
k=0 !

n=0 ! n=0k=0

which leads to (3.4).

Theorem 3.3 Let A be a matrix in C™*" satisfying the condition (1.5) and let A4
be a complex number with Re(4) > 0, then we have

n

YA (x) = {

k=0

I, n=0;

O, n=123,... (35)

Proof. From (2.1) and (1.10), we obtain

0

an(A,/l) (X)tnsz(fA,x) (—X)tk — Zan(A,/l)(X) fk(—A,/l) (_X)tmk

n=0 k=0 n=0k=0

=Z f<“>(x)f<“>( " = (1-t) A (1-t)*e ™ =
n=0k=
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which gives (3.5).

Theorem 5.4 Let n and K be positive integers with K =2, then we have the
identity

Z((k 1)A)s f (Al (kX) — Z fn(lA,l)(X )f n(ZA,l)(X)‘“fniA,l)(X )

n :n1+n2+.,.+nk

(3.6)
Proof. From (2.1), (1.4) and (1.8), we have
W (kX,t,kA) — (1_t)—kAekiXt (1 t) (k 1)A(1 t) A k Axt
_ (1_t)—(k—l)A Zf (A, l)(kx )t zz ((k 1)A)s f (A, ﬂ)(k )t n+s
n=0s=0
Z( ((k 1)A)s .I: (A, l)(kx )Jtn
=0 3.7)
On the other hand, using (2.1), we have
- k
(1_t)—kAekﬂXt _[(1 t)—A iXt:I — |:Zf n(A,i)(X )tni|
n=0
Z{ > fn§“><x)fn;’*'“(x)...fni’*’”(x)}t"
n=0 Ny +Ny+.. 4N =N (3.8)

Combining (3.7) and (3.8) and comparing the coefficients of t", we have the
desired relation.

In a similar way as in the proof of Theorem 2.1, we derive in the following results.
Theorem 35 For A, A, ..., A are matrices in C"*" satisfying the condition

(-2)2o(A),YzeZ", and let A, be a complex parameter with Re(4) >0
for i =1,2,...,k . For any positive integers N and K with kK >2, we have
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Z (A —SlAI ) fn(ﬁ g At By ) (kx)
s=0 -

= Y fn(l’*l'*l’(kx)fn(:z@(kx)...fn<k‘\k"k’(kx);i:1,2,...,k,

n=n1+n2+...+nk (3,9)

where A=A +A, +...+A, , and the matrices A, A, ..., A are assumed to be
commutative.

Theorem 3.6 Let A, A, ..., A, be commutative matrices in C™™N satisfying the

condition (—2)20(A),YZ€Z", and let A, be a complex parameter with

Re(4)>0 for i=1,2,...,k. Let n and K be positive integers with k> 2,
then we have

(A=A oz X+ X, A X

Z ] fn—s ( )

s=0 S j-’|

=2 RPN 00). ()i =12,k
n:n1+n2+4..+nk (310)

where A=A +A, +...+A, .

In a forthcoming work, we will consider the problems of a unified approach
to the theory of new orthogonal matrix polynomials by following the technique
discussed in this paper.

Definition 3.1 Let A be a matrix in CN™ satisfying the spectral conditions
Re(1) >0 for each eigenvalue A€o (A). For n>0, the Charlier matrix

polynomials C ) (x ) of degree n is defined as

CAI() = Y () ()G KIZAY ™

(3.11)

and generating matrix function of the Charlier matrix polynomials by

0 (A1) n
Zw = exp(—4 At)(1+1)%.
= n (3.12)



V¢ Ayman Shehata

Definition 3.2 Let A, B,C be matrices in C"*™ | A satisfying the condition (1.5)
and A is a complex parameter with Re(1) >0, and B+nlis an invertible
matrix for every integer N >0and Re(b) # Ofor allb € o(B) , we will define the

generalized modified Laguerre matrix polynomials f (*®*) (x) in the form

f<A,B,c,z>(X) :M F(—nI;A;GCB‘l).
n no bt (3.13)
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