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Obtaining the Efficient Solutions for Multicriterion Programming Problems
with Stochastic Parameters
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Abstract. This paper deals with obtaining the set of efficient and non-dominatedfront solutions for the
stochastic multicriterion programming problem(SMCPP) with random variables in both the objective
functions and the right-hand side of the constraints. In this work, suggested approach uses the statistical
inference in two stages, in one of them, The SMCPP is transformed into an equivalent deterministic
multicriterion programming problem (DMCPP), then, in the other one, the nonnegative weighted sum
approach will be applied to transform the multicriterion programming problem into a single objective
programming problem.An illustrative example is presented to show the realistic implementation of the
suggested approach.
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1. Introduction

In most of the real life problems, the Decision Maker (DM) wishes to optimize
different objectives at the same time, and the values of some parameters are
unknown to enable the DM to take his decision. If these unknown parameters are
considered to be random variables, the resulting problem is known as stochastic
multicriterion programming problem.

Stochastic multicriterion optimization has always been an interesting and
challenging topic for researchers in the field of science, engineering, etc.

Stochastic programming deals with decision optimization problem where the
parameters are random variable with a known probability distribution.

Stochastic programming, as an optimization method based on the probability
theory, has developed in several ways (e.g. two stage problem by Dantiziq [3],
chance constrained programming by Charnes and Cooper[1], especially, for
multiobjective stochastic linear programming problems, Stancu-Minasian [5]
considered Stochastic programming with multiple objective functions, which
Leclereq [7] and Teghem Jr. et al. [6] proposed interactive methods.B. I. Bayoumi et
al. [2] have presented an efficient approach for stochastic bi-objective programming
problems with random variables.

In this paper, we consider a stochastic multicriterion programming problem
(SMCPP) with stochastic parameters in both the objective functions and the right-
hand side of the constraints. In this process of the solution of the stochastic problem,
several mathematical and statistical tools have been used.

Therefore, the set of efficient and non-dominated solutions for SMCPP can
be generated through two stagesin the first phase, The SMCPP is transformed into
an equivalent deterministic multicriterion programming problem (DMCPP) using
expected value criterion, then, in the other one, the nonnegative weighted sum
approach, which is the one of the most familiar/popular approaches, used to convert
MCPP into a single objective programming problem.

2. Multicriterion Programming Problems Formulation

Consider the following Stochastic Multicriterion Programming Problem with random
variables in the objective functions and the right-hand side of the constraints as:

Min F() = {fi(0), fo (), s fin ()}
Subject to: 1)
AX =D
X=0
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Where, f;(x) = Y71 c;jx;, X is an n-dimensional decision variable column vector,
and A isan M X N coefficient matrix, C;,i=12,...,m are n-dimensional

random variables row vectors. D is an m- dimensional random variables column

vector, then , AX = b can be stated as Z:aijxj >b, i=12,.,m

belong to normal distribution with mean E(b,) = z(b,) and variance

Var(b)= o (bj ). ieb ~ N(u(B),0° ().

Problem (1) contains stochastic parameters, therefore, definitions and
solution methods for ordinary mathematical programming problems cannot be
applied straight forward. Then, we consider the expected value criterionin order to
solve SMCPP, along with replacing the constraints by chance-constrained conditions
with  satisfying a certain probability, level of significance (LOS),

oL ,i=1,2,...,mand the problem will be converted into an equivalent
deterministic MCPP.

3. Expected Value Criterion:

By applying the expected value criterion in order to solve the SMCPP to transform it
to an equivalent deterministic one, (see Hogg and Craig [4]):

Min E(F(0) = (E(f,CO) E(F0O) - E(in(0)) @

The nonnegative weighted sum approach is used to transform the DMCPP into a
single objective programming problem as follows:

Min E(F(x)) = (nE(fi(0) + V2E(RGD) + oo+ Vi (i (D)}
= nE[Zfoicyn] + V2E[Zfor cojxg] + -+ ymE[Zfr cmx ]} (3)

= V1l E(c11) + x2E (i) + - + X, E(c1p)] + -
+ V2[x1E(c21) + %2E(Cz2) + -+ X, E(Cap)] + -+
+ Vm [xlE(le) + sz(sz) +oet an(Cmn)]

while, E(cij) =u(c;),i=12,...,mand j=1,2,..,n
then
V1 Z?=1 xip(cq)) = y1[xiu(c1q) + xau(ciz) + -+ X1 (cin)] 4)

Y2 Z?=1 xju(czj) = Ya[x1u(cz1) + xpu(c2) + -+ + xpu(can)] )



\E Adel M. Widyan

Ym Xj=1% 4 (Cmj) = Ym[xX1(Cm1) + %20 (Cm2) + -+ + xppt(Cpn)] (©)

Where y; +y,+ - +ym=1theny, =1-y1 -y, =~ ¥m

Therefore,
n n
szxjﬂ(cmj) =A=vi-v2- "'_Vm—l)zxj”(cmj)
j=1 j=t
n n n
= Z x%p(cmj) =11 Z xii(emj) = 72 Z xt(Cmj) -
=1 j=1 j=1

o= VYm-1 27=1 xj”(cmj) @)

Hence, problem (2) is transformed to an equivalent deterministic programming
problem and it will be as follows:

Min E(F (x)) = Xjy i (cms) + ZiZa' Boa vixs(w(ey) — u(ems)] (8)
Now, a chance constrained programming with random parameters in the right-hand
side of the constraints may be stated as follows:
Mip £(F ()
Subject to
PI¥aijx;=2b|=1—a;, i=1,2,..,m (9)
x>0, j=12,.,n

Where, P means probability and «; is a specified probability value, b;,i =
1,2,..,m are assumed to be normally distributed with means E(b;) = u(b;) and
Variances Var(b;) = a2(b;) and independently of each other, then,

Z;}=1 ajjXj — u(by) > b; — u(b;)
o(b;) o)

]Zl—ai, i=12..,m (10)

LetZ; = %b(‘;’i) be a random variables with standard normal distribution with
L

mean equal zero and variance equal one, i.e.Z;~N(0,1),i = 1,2, ..., m.
then,
Z?=1 a;jx; — pu(b;)
a(b;)

P[Zis >1-q;, i=12..,m (11)
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N qiixi—u(b;
Therefore, @ [M] >1-a;,i=12,..,m
a(by)

Where, ¢(Z)represents the "cumulative distribution function" of the
standard normal variableZ. Let E,; represents the standard normal variable value
suchthat §[E, | =1—a;, i=1,2,..,m
Yieq aijxj—pby)

Let Ey, < 0D

,i=1,2,.....m
=1 aijxj—H(b)
a(by)
This inequality will be satisfied only if
[Z?:l a;jxj — pu(b;)
a(b;)

Then, @(E,) <0 ,i=1,2,...,m
)=9| ]

E, <

i

],i =12,...m

or

n

D0 = () + Eap- 0, i = 1,2,.,m

j=1
where O'(bi) are the standard deviations of bi ) = 1,2,..., m.

Therefore, the equivalent deterministic problem of SMCPP can be
writtenas:

I:C/Iel)r(l E(F(x)) = 2i=1 xip(cmj) + X 2i=1 vix;[u(ciy) —
#(ij)]
Subject to
Yi—1aijx; = u(b) + Eq.o(by),i=1,2,..,m (12)
x=0, j=12.,n

Note that, if we apply the nonnegative weighted sum approach before or
after using expected value criterion, the resulting problem (12) will be the same.

4. lllustrative example

To demonstrate the application of the proposed approach, consider the following
stochastic multicriterion programming problem:

l;/[ei)r(l{cnﬁ + C12X5 + C13X3, C21%1 + C22X5, +C23X3C31 X1 + C32X12 + C33%X3},
subject to
Xy + x5, + 0.5x3 = by,
Xy + 2x, + 5x3 = b,,
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0.5x; + 2x, + 0.5x3 = b3,
Xq,X9,%X3 =0,

Where, c¢y1,C12,C13,C21, C22, C23,C31, C32, C33  are random variables with
expected value as follows:

p(e11) = 2.0, pu(cyz) = 2.5, u(c13) = 1.5,u(cz1) = 1.5, u(czz) =
3.0, u(cz23) = 2.5, uc31) = 2.5, u(c32) = 2.0,u(c33) = 4.0

Also , by, b,, b; are normal random variables, with means u(b;) = 3.0, u(b,) =
6.0, u(b3) = 4.0, and standard deviations a(b;) = 0.5,a(b,) = 0.7,0(b3) = 0.9, at
LOS a = 0.05, hence,@[E,,| = 1 — a;, therefore, E, = 1.96.

by applying the expected value criterion method, with different weights, the
subset of efficient solutions will be as shown in table (1).

Table (1). Subset of efficient and non-dominated front solutions

Y1 Y2 X1 X3 X3 fi f2 f3 F(x)
0 0 0 3.603111 | 0.753778 | 10.13844 | 12.69378 | 10.22133 | 10.22133

0 1 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.87467

1 0 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 9.532074

0.1 | 03 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.71223

0.2 | 02 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.57797

03 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.44371

04 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.31415

05 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.18459

06 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 10.05502

0.7 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 9.925459

08 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 9.795896

09 | 0.1 | 1.212741 | 2.39037 | 0.753778 | 9.532074 | 10.87467 | 10.8277 | 9.666333

Where; 0<y; <1,i=1,2
X1, X5, X3: are the decision variavles
fi @ the first objective function.
f> : the second objective function.
f3 : the third objective function.

F(x) : the scalar objective function.
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Fig. 1: Subset of efficient solution Fig. 2: Subset of non-dominated front
solution

5. Discussion:

Other values of a;, i.e. the LOS can be tested until the satisfaction of DM is fulfilled.
If we use another approach for transforming the SMCPP to an equivalent DMCPP,
the resulting problem will be a nonlinear MCPP.

From the Table (1), for all the values of the parameters y;,i = 1, 2 , the set of
all efficient solutions contains only two points.

it is noted that the problem is stable within some ranges of the parameters
Yoi=12.

6. Conclusion

An approach for solving the stochastic multicriterion programming
problems, with stochastic parameters in objective functions and in the right hand
side of the constrains have been proposed.

An illustrative example has been provided to clarify the proposed approach
and conclude that the achievement of the set of all efficient and non-dominated front
solutions of SMCPP using the expected value criterion has influence in the set of
efficient solutions which are obtained.
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