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Abstract. In this paper, we considered two types of semigroup say (A  and Mn[0,1] for the given directed graph D=(V,A) and mainly try to show that the above two semigroups are isomorphic to each other.  Further we study the class of reduced idempotent in (A coincide with the class of partial order relation on a vertex set of disubgraph of D. 
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1. Introduction

The concept of semigroup is one of the important class of algebraic structures in the field of algebra.  In this paper, we try to construct a semigroup from the given digraph and prove some results in this and related concepts.The motivation of this article is induced by [4]. For all basic concepts and terminologies (not defined here) in graph theory we follow [1], and in semigroup theory we follow [2] and in Boolean Matrix theory we follow [3].
Definition 1 
Let V be a non-empty set and A be a subset of V×V, then the ordered pair  D = (V,A) is called a directed graph.  The elements of V are called vertices and those of A are called directed edges or arcs.  If a(A is such that a = (u,v) then the arc a is said to be directed from u to v.  The initial and terminal vertices u and v are respectively called the tail and head of the arc. Here after a 'digraph' we always mean a 'directed graph. 
Definition 2 
Let D = (V, A) be a given digraph.  Then the digraph D1 = (V1, A1) is called a disubgraph if  V1 ( V and  A1 ( A. 

Definition 3 
A non-empty set S together with a binary operation (  satisfying the associative property is called a semigroup.
Definition 4 
Let D = (V, A) be a digraph. Let   (A be a collection of subset of A. Let A1, A2 ( (A . Define product A1 . A2  as  

A1 . A2   = {(u, v) (A : (u, w) (A1 and (w,v ) (A2}. If  (A is closed with this product then (A forms a semigroup. 
Definition 5 
Let D = (V, A) be a digraph and A1 ( (A. Then we can define the following. For any  v (V,  v A1 = {w(V: (v, w)( A1} and 
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Moreover     
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Theorem 6 
Let D = (V, A) be a digraph and Ai ( A. Then 
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Proof 
Suppose that D = (V, A) be a symmetric digraph. Since D is symmetric, for each (u, v) (A, there exists a (v, u) ( A.  Therefore corresponding to each (u, v)(Ai, we will have an arc (v, u)( Ai. Hence 
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for every i.  Since Ai is arbitrary this is true for every Ai ( A. Hence D is symmetric.  
Lemma 7 
 Let A1, A2 ((A for D = (V, A) and  let V1(V. Then 
i) V1(A1. A2) = (V1A1)A2 

ii)  (A1.A2)-1 = 
[image: image10.wmf]21

11

A.A

--

.
Proof 
(i) Let u (V1(A1. A2)
.

u (V1(A1. A2)
 if and only if (v, u) ( A1 . A2 for some v (V 
 if and only if (v, w) ( A1 and (w, u) ( A2  for w(V 
if and only if w ( vA1 and (w, u ) ( A2  
if and only if u ( (V1A1) A2

Therefore V1 (A1.A2) = (V1A1)A2

(ii)  Let (u, v) ((A1 . A2)-1 . 

(u, v) ((A1 . A2)-1  if and only if (v, u) ( A1 . A2 

 if and only if (v, w) ( A1 and (w, u) ( A2  for some w(V 
if and only if (w, v) ( 
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Theorem 8 
Let D' = (V', A') be a disubgraph of the digraph D = (V, A). Then a map                     ( : 
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 is a monomorphism, where (A is the semigroup of subset of A. 
Proof: Since 
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To prove that ( is one to one 

Let 
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Now we have to prove that ( is a homomorphism.

For,    
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Therefore  ( is a homomorphism. Since ( is both one to one and a homomorphism, ( is a monomorphism. 
Definition 9 

Let  D = (V, A) be a digraph and MA denote the set of all  n x n  matrices over the Boolean algebra {0,1}, where n is the order of D. For each M(MA, let Mu,v denote 

the value of M at (u, v)(A  ( V × V . Then MA  is a semigroup under matrix multiplication. For each v(V, we call the set  

v A1  - a row with respect to A1 

A1 v - a column with respect to A1. 
Example 10 
Let D = (V, A) be a digraph with V = {v1, v2, v3} and let 

A1 = {( v1, v2), ( v2, v3), ( v3, v2), ( v3, v3) } ( A . Then the matrix related to A1 can be defined as follows

Mu,v 
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and the corresponding matrix is 



v1
v2
v3



v1
0
1
0


v2
0
0
1


v3
0
1
1


Then the rows are                                   
The columns are


v1A1 =  {v2} 




A1 v1=  (
v2A1 =  {v3} 




A1 v2=  {v1,v3}

v3A1 =  {v2, v3} 



A1 v3=  {v2,v3}
Definition 11

Let D = (V, A) be a digraph and let D be a collection of disubgraph of D other than the null graph.  Then a  subcollection D 1 of D is said to  be independent if  no  members of 

D 1 is a union of members of D 1.                     
Definition 12 
The subcollection D 1 of D is said to span or generate D if each member of D is a union of members of D 1.  If D 1 span D then it can be denoted by U(D 1) = D.                                                        
Definition 13 
If D 1 is independent and span D   then D1 is said to be a basis of D.

Example 14
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Let D = { D1, D2, D3, D4, D} and  D 1 ={ D1, D2, D3} 
Then D 1 is independent and every member of D can be written as a union of members of D 1.  Therefore D 1 is a basis for D. 
Theorem 15 
Let D be a digraph and D be a collection of disubgraph of D.  Then the basis of D is unique if it exists.  
Proof 
If possible let D 1 and D 2 be any two bases of D. Let D1(( D 1 and D1((D 2. 

Since D 2 is a basis of D.   D1( = ( D2( and  D2( ( D 2 .

Since D 1  is a basis,  D2( = ( D1(1 for D1(1  ( D1( ; D1(1( D 1
Therefore    D1( =  ( D2(    = ( (( D1(1) which is contradiction.

 Hence the basis of D is unique. 
Definition 16 
Let A1 be a nonempty subset of A and A1 ( (A . 

Let A = {vA1 : v (V, v A1 ( (} A, is called the set of all rows of A1. 

If A has a basis C, then C is called a row basis of A1. | C | is called the row rank of A1. The column basis and rank can be defined in a dual manner. 
Example 17 
Let D = (V, A) where V = {v1, v2, v3}. A1 = {(v1, v2), (v2, v3), (v3, v1)} ( A 

C = {v1A1, v2A1, v3A1}  =  {v2, v3, v1} is the row basis of A1 and 

| C | = 3 = row rank of A1 and let   C ' ={A1v1, A1v2, A1v3}  =  {v2, v3, v1} is column basis of A1. | C '| = 3 = column rank of A1.
Definition 18 
Consider the digraph D = (V,A) and let A1 ( A. A1 is said to be row (column)reduced if the non- empty rows (columns) of A1 form an independent set.  If it is both row reduced and column reduced then A1 is said to be reduced. 
Example 19 
Let D = (V, A) with V = {v1, v2, v3} and A1={ (v1, v1), (v2, v2), (v3, v3)} ( A.

The non- empty rows of A1={v1A1, v2A1, v3A1}  = { {v1},{v2},{v3}}, which is independent.
Theorem 20 
For any digraph D = (V,A), row basis of a  A1 ( A( (A is unique. 
Proof 
If possible let C and C ' be any two row basis of A (ie, the non - empty rows of A1). Let vA1 ( C and vA1 ( C ' 

Therefore vA1 = 
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which is a contradiction to the independence of C. Hence the result  
Definition 21 
Let D = (V,A) and |V| = n.  Let Mn [0,1] denote the set of all n x n binary matrices over the Boolean Algebra {0,1}. For each M (Mn[0,1], let M u,v denote the value of M at   (u,v) (A. Mn [0,1] is a semigroup under matrix multiplication. 
Theorem 22 
Let D = (V, A) be a digraph, with A = V× V and |V| = n. Let (A be the semigroup of all subsets of A.  Then (A is isomorphic to Mn [0,1].
Proof 

Define ( : (A(Mn[0,1] by ((B) = M ; for B((A, M(Mn[0,1] and B ( A, where 


            

1 if (u,v) (A. 

0 otherwise


To prove that ( is 1-1.

Let A1 , A2((A such that ( (A1) = ( (A2) Where  ( (A1) = M1 and ( (A2) = M2
Let ( (A1) = ( (A2) implies  M1 = M2.  That is,  M1 u,v  = M2 u,v for u, v (V.

Hence (u,v) (A1  if and only if M1 u,v = 1



        if and only if  M2 u,v = 1 



         if and only if  A1 = A2
       

         implies  ( is one to one . 

For each M ( Mn[0,1] we have A1 ((A ( A1 = {(u,v) (A1} ( A  such that  Mu,v = 1 and ( (A1) =  M1. Therefore ( is onto. 

Let ( (A1) = M and ( (A2) = N. 

To Prove that ((A1. A2)  = ( (A1). ( (A2). 

Let A1, A2 ((A. Therefore, A1. A2((A (since (A is the collection of all subsets of A). Therefore, there exists a matrix P in Mn[0,1] such that ( (A1. A2) = P defined by

Pu,v 
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To prove that P = MN.

Pu,v = 1  if and only if  (u, v) (A1. A2
if and only if (u, w) (A1 and  (w, v) ( A2 for w(V.

Mu,w = 1 and Nw,v = 1

if and only if  MNu,v = 1

Therefore P = MN.

Therefore,  ( (A1. A2) = ( (A1) ( (A2)

So ( is an isomorphism of (A onto Mn[0,1]. 

Therefore (A is isomorphic to  Mn[0,1]. 
Theorem 23 
Let D = (V, A) be a digraph and D' = (V', A') be a disubgraph of D.  Then the class of reduced idempotent in (A coincide with the class of partial order relation on V'. 
Proof 

Consider A1 ( A defined on  V.

A1 is said to be idempotent if 
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Let A1 be a reduced idempotent and let V' = { v : (v. v) (A1} Then V' is non-empty.  Then v(vA1 for v(V'  implies  iV'  ( A1. 

So A1 is reflexive on V. 

A1 is idempotent. 

Therefore 
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Let (u, v) (A1 and (v, w) (A1
Implies  (u, w) (  
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 = A1 .  Therefore  A1 is transitive 

(u, v) ( A1 where u ( v, 

since A1 is reduced u A1 ( v A1 .Therefore there exist a   w (V. such that either   (u, w) ( A1 and (v, w) ( A1 or (u, w) ( A1 and (v, w) ( A1.

But by the transitivity of A1
(u, v) ( A1, and (v, w) (A1 implies (u, w) (A1
So the second possibility does not hold. Also the first possibility will not hold if  (v, u) (A1, Therefore (v, u) (A1,                                            

Therefore  (u, v) (A1 and (v, u) (A1 where u ( v.

Hence A1 is antisymmetric.

Therefore A1 is a partial order relation on V' ( V.

Conversely suppose that A1 is a partial order relation on a subset V' of V.  Then Prove that   
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 = A1 A1 . Therefore there exists a w(V such that (u, w) ( A1 and (w, v) (A1. 
But by the  transitivity of A1, 
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Let (u, v) ( A1. Since A1 is reflexive (v, v) (A1 

implies (u, v) ( 
[image: image65.wmf]2

1

A

 

implies A1 ( 
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Therefore  A1 = 
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Hence A1 is idempotent.

Now if vA1 = V' A1 for some v(V' and V' ( V, 

then v(v' A1 (v'(vA1 = V' A1 = ( v'A1) for some v'(V' 

But  v'( vA1 .

Therefore  (v, v') and (v', v) ( A1.  A1 is anti symmetric.

Therefore v = v'. 

Therefore , the non - empty rows of A1  is independent. That is A1 is row reduced. Similarly A1  is column reduced. 
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ملخص البحث. في هذا البحث سوف يكون [0,1]  
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 المتوافقة مع الفصول الجزئية المرتبة على مجموعة رؤوس للشكل الجزئي من D .
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